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Abstract 

The contactless automatic anthropometric system is proposed for the reconstruction of the 

3D-model of the human body using the conventional smartphone. Our approach involves three main 

steps. The first step is the extraction of 12 anthropological features. Then we determine the most 

important features. Finally, we employ these features to build the 3D model of the human body and 

classify them according to gender and the commonly used sizes.  
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1. Introduction 

The development of an automatic anthropometric system is a challenging problem which has 

various potential applications in medical monitoring, fitness and clothing industry. In this paper, we 

take this challenge using the state-of-the-art methods of artificial intelligence and image processing 

involving features analysis. The selection and dimension reduction of features are two methods 

commonly used to reduce the feature space. They are important components in the classification in 

various fields. One of the challenges in the classification is a very large number of features. Features 

analysis and classification are challenging research topics of computer science. In this article, we 

present a new approach to anthropometric features extraction and classification. We select the most 

valuable features to model the human body. 

 

2. Related work 

The state-of-the-art image processing algorithms and automatic extraction of the human 

body features are widely used in many fields, such as non-contact measurement of body size (Lin, 

2008), the construction of a 3D-model of the human body (Wang, 2010; Lin, 2012; Han, 2015). At 

the moment, most of the classification algorithms can handle only a limited amount of data. In 

Quinlan (1985) and Shepherd (1983) the authors proposed an approach using the Decision Tree 

algorithm in a hierarchical tree structure used to classify objects on the basis of series of rules. The 

decision tree classification method is very efficient and easy to understand. 

However, engineers must be accurate when it comes to the application using the Decision 

Trees in the building classification models as follows: the efficiency of classification based on the 

decision tree (series of rules) largely depends on the training data. Support Vector Machine (SVM) 

is widely used in the field of identification and classification as well; here readers may refer to 

Cortes (1985), Wang (2005). 

In Aixin Sun (2002) and Linli Xu (2005), the authors published a method for SVM which 

can conduct classification pretty good for text classification tasks, as well as many other 

applications. SVM is a binary classifier which operates only when data are presented with a 

maximum of two classes. This means that for classifying data into more than two classes, they must 

use SVM several times in the area, which leads to an increase in time. Research shows that there are 

many areas to improve the classification algorithms such as the use of hybrid algorithms, kernel 

based methods, and also features extraction, which is one of the main ways to boost the 

performance. Integral transforms play an important role in image and signal processing. For more 

details (Sidorov, 2014). 
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3. Anthropometric System 

Our purpose is to develop an automatic measurement and modeling system based on 2D 

images (front and side images). This system used to image processing methods and machine 

learning algorithms. Our system has 3 main parts; there are human body feature extraction, training 

and testing processes, and the classification for new data. The novelty of our approach: 

- Classification of anthropometric features based on machine learning algorithms. 

- Development a non-contact anthropometric program for the smartphones on operation 

system Android. 

- Construction of a 3D-model of the human body based on the results of anthropometric 

features extraction. 

Our system can also be used to integrate to different environments, such as online shopping 

websites to support users fitting their clothes sizes and medical applications. The flowchart of our 

anthropometric system is described in figure 1. 

 

 

 
 

Figure 1. Flowchart of anthropometric system 

 

We propose an efficient, simple and robust human body feature extraction based on the front 

and side images of a human body. Description of anthropometric data - men/women: Dataset based 

on an experiment is used to test the system data describing the anthropometric features of men, 

includes 12 sizes of the human body, which are presented in figure 2. 
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Figure 2. Human body sizes for men/women. 

 

Two main methods are used in the system: Graph cuts method and Iterative Closest Point 

(ICP) algorithm. Besides, we also use these techniques in image processing: Canny edge detection 

operator (Liyuan Li, 2006) and morphology are used to find the body silhouette. Histogram 

equalization is used for adjusting image intensities to enhance contrast. 

We propose to use the method of supervised Graph cuts image segmentation method to 

improve the quality segmentation of the human body parts. The method Graph Cuts finds the 

optimal solution to a binary problem. However, when each pixel can be assigned many labels, 

finding the solution can be computationally expensive. For the following type of energy, series of 

graph cuts can be used to find a convenient local mínimum. Such as follows 
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where PPN ×⊂   is a set of neighborhood pixels. )( pp fD is a function derived from the observed 

data that measures the cost of assigning the label fp to the pixel p. 

),(, qpqp ffV measures the cost of assigning the labels fp, fq to the adjacent pixels p, q and is 

used to impose spatial smoothness. Energy functions of the form (1) can be justified on Bayesian 

grounds using the well-known Markov Random Fields (MRF) formulation (S. Geman,1984), (S. Li, 

1995). 

 Figure 3 describes the steps implemented Graph cuts algorithm for the segmentation of 

human body parts. The results obtained are 5 main sections that include the hands, the legs, the 

center of the body (chest, waist, hips), and the head. The result of the display image is taken from 

the human image database, which was collected by us (Нгуен, 2016). 
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Figure 3. (3.a) – The flowchart of Graph cuts method; (3.b)- the result of Graph cuts image segmentation. 

 

The proposed method was tested on ten human subjects and the defined feature points were 

correctly extracted by Iterative Closest Point (ICP) for 2D curves. Among these feature points, there 

are 15 points with geometrical properties that perfectly indicate the concavity and convexity of the 

curves corresponding to the definitions of the landmarks related to garment measurements.  

 

The key concept of the standard ICP algorithm can be summarized in two steps: 

- Compute correspondences between the two scans. 

- Compute a transformation which minimizes the distance between corresponding points. It 

is forced to add a maximum matching threshold dmax. In most implementations of ICP, the choice of 

dmax represents a tradeoff between convergence and accuracy. A low-value result in bad 

convergence, a large value causes incorrect correspondences to pull the final alignment away from 

the correct value. Figure 4 describes the steps of the algorithm which determines the point features 

closest to object boundary. The result of the algorithm is described by images cut from the program 

(Нгуен, 2016). 
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Figure 4. Flowchart and results of ICP algorithm 

 

 

Random Forest (Breiman, 2001; Breiman, 2002) is a classification method developed by 

Leo Breiman at the University of California, Berkeley. In fact, Random Forest uses a method called 

“bagging” - stands for the “bootstrap aggregating” idea and Ho's “random subspace method” to 

construct a collection of decision trees with controlled variations. 

Let us briefly outline the basic idea of a Random Forest algorithm below. 

- At each tree split, a random sample of m features is drawn, and only those m features are 

considered for splitting. Typically pm = or p2log , where p is the number of features. 

- For each tree grown on a bootstrap sample, the error rate for observations left out of the 

bootstrap sample is monitored. This is called the “out-of-bag” error rate. 

The Random Forest is a powerful classification method because of the following. First, 

errors are minimized as a result of a random forest, synthesizing through training (learner). The 

second, random choice at every stage in the Random Forest will reduce the correlation between the 

learners in the synthesis of the results. In addition, we also found that the total error of layered 

forest trees depends on their individual errors in forest trees, as well as the correlation between the 

trees. 

The article uses the wrapper model (Christopher Tong, 2000) with the objective function for 

the evaluation, Random Forest algorithm is shown in figure 5. 
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Figure 5. Flowchart of data classification 

 

We propose to use the method (Dong Thi Ngoc Lan, 2012) to evaluate and find out good sets 

of features from the original sets of features as follows: 

- Step 1: Create m subsets of features from n sets of original features. Each set has 2(n/m) 

features. Including n/m equal features ,  n/m random features. 

- Step 2: Use Random Forest to calculate estimates of subsets of features, then receiving a 

set of values of  f(i)(i = 1, .., m). 

∑
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- Step 3: The weight of each feature i is calculated by this formula: 

0=ijk
   

if the i feature is not selected in the j feature. 

1=ijk
   

if the i feature is selected in the j feature. 

- Step 4: Developing a new set includes p of the best features. 

- Step 5: Return to step 1 when meeting one of these two conditions: the number of 

features is smaller than the permitted threshold, the number of loops is determined. 

 

Algorithm 1: Proposed algorithm to select “Important features” 

 

In this paper, we focus on presenting the result of classification for anthropometric features 

(men/women) based on Random Forest algorithm. To select optimal features from original features 

(12 features) using proposed algorithm, which improves from Random forest algorithm. The dataset 

- a two-dimensional table 45 x 12 includes 50 records, each record has 12 features as training data. 

Records in the dataset are divided into classes designated by XS (extra small), S (small), M 

(medium), L (large) and XL (extra large) are based on standards (Beretta Clothing Chart), (Nguyen 

The Long, 2015)  and the dataset 5x12, both verification data. We set up parameters for both of 

process 1 and process 2: m=3 subsets of features from n=12 sets of original features.  

Process 1: Realization of the basic algorithm Random Forest on the anthropometric dataset 

for men/women will be performed 5 times. Each time of run will perform diagonally verification 

with the number of trees 100, 200, 300, 400, 500, respectively. The results are shown in table 1. 
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Table 1. Average run time, Average value, Standard deviation of basic Random forest 

algorithm – number of trees :100,200,300,400,500 

Number of 

trees 

Average run 

time 

Average 

value 

Standard 

deviation 

Minimum 

value 

Maximum 

value 

100 0.2589 0.0348 0.0250 0.0139 0.0606 

200 0.3851 0.0276 0.0200 0.0152 0.0352 

300 0.9660 0.0217 0.0125 0.0121 0.0336 

400 1.6625 0.0183 0.0150 0.0076 0.0270 

500 3.2027 0.0166 0.0115 0.0102 0.0254 

 

Process 2: We employ the algorithm (see Algorithm 1 above) to select the optimal features 

from original features (12 features) on the human database. From 12 original features, we divided 

into m subset based on sample function. Each subset includes n/m random features. Where n is the 

amount of features and m is the parameter to split. Then we have a new file named “Important 

Features” which includes 4 features – These are the optimal features from the 12 features. We do the 

same part 1 with “Important Features” to classify with the RF algorithm. Table 2 contains results of 

the RF classification with “Important Features”. 

 

Table 2. Average run time, Average value, Standard deviation of proposed algorithm – 

number of trees: 100, 200, 300, 400, 500 to select “Important features”. 

Number of 

trees 

Average run 

time 

Average 

value 

Standard 

deviation 

Minimum 

value 

Maximum 

value 

100 0.04236 0.0116 0.00833 0.00463 0.0202 

200 0.18836 0.0092 0.00667 0.00516 0.0117 

300 0.5026 0.02178 0.00416 0.0040 0.0221 

400 0.6564 0.00726 0.0050 0.0071 0.009 

500 1.4270 0.00553 0.00383 0.00513 0.0085 

 

4. Application and Results of the Classification for the Reconstruction of 3D-models. 

In the training process we defined that labels 0, 1, 2, 3, 4, 5 are matched with the model's 

sizes, i.e. 0: XS - extra small, 1: S - small, 3: M - medium, 4: L - large, 5:XL - extra large. Thus, 

when the testing process returns the label of each record we compared them to find the fittest model 

with the object in the image. 3D-models were built with the support of the library Min3D (Min3D 

library) and MakeHuman (Make human library), and the theory is based on the method of analysis 

of integrated dynamic models. The program was built by Java programming language. The database 

has 100 models, the corresponding body size XS, S, M, L, XL. Each body size has 20 models that 

are based on the various parameters of each body. Our goal is to use 4 optimal features (basic 

anthropometric features - height, chest, waist, hip) "Important Features", which are selected from 

the proposed algorithm respectively. We created a formula to calculate and find out which model in 

the library is the best fitting one: 

( ) ( ) ( ) ( )








−+−+−+−= ∑
=

N

i

iiii HHWWCCBBMinModel
1

2 222
 

Where: chest (B), waist circumference (W), hip circumference (C), height (H). 
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Figure 6. The result of building a 3D model based on RF and SVM classification with “Important features”. 

 

From the chart of figure 6, we found that "Important Features" gave the best 3D model, 

which fits with the object in the image. The pattern is close to 90% compared with the true size. 

Apply classification algorithm RF increases the accuracy of the results and reduces computing time 

for the program. 

There are many methods for data classifying. One of them is the method of the support 

vector machine (SVM). The SVM method is represented by Vladimir N. Vapnik (1995) in Support 

Vector Machines (SVM) - a set of learning algorithms similar with the supervisor has two main 

tasks: the classification and the regression analysis. In this article we use the method of the SVM 

classification problem for the size of the human body with 5 classes to compare the performance 

between SVM methods and Random Forest algorithm. This type of SVM training includes 

minimizing the error function: 

∑
=

+
N

i

i

T
cww

12

1
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subject to the constraints: ( )( ) Nibxwy iii

T

i ...,; 101 =≥−≥+ ξξφ  (3) 

 

Where c is the capacity constant, w is the vector of coefficients, b is a constant, and ξi 
represents parameters for handling non-separable data (inputs). The index i labels the N training 

cases. The comparison of results (average time and error of algorithm) obtained using SVM and 

Random Forest are shown in tables 3. The error of the SVM algorithm is calculated based on 

equation (2) and the error of algorithm Random Forest is calculated by OOB (out-of-bag) error. 

 

Table3. Performance of SVM and Random Forest for data classification with an optimal set of data 

 SVM RF-100 RF-200 RF-300 RF-400 RF-500 

Average time 0.600 0.2589 0.3851 0.9660 1.6625 3.2027 

Error of algorithm 0.22 0.025 0.0200 0.0125 0.0150 0.0115 

 

In two cases, using the SVM classifier and Random Forest with trees 100, 200, 300, 400, 

500 datasets before and after optimization commented as follows: the running time of Random 

Forest is greater comparing with SVM, because more trees are generated, many cases will be 

considered. In particular, increasing the number of trees, while labeling is long, but Random Forest 

provides higher accuracy SVM. Based on anthropometric features and machine learning algorithms, 

we have built an Android app in the smartphone environment. This app can automatically extract 
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anthropometric features (12 features). The user must stand in front of the smartphone camera and 

takes 2 pictures. Then input their height (centimeters) for calibration. The application automatically 

extracts human parameters to enable adequate 3D models reconstruction. The results of the Android 

application are demonstrated in figure 7 and figure 8.  

 

Figure7. Model 3D of women body. 

 

 

         Figure 8. Model 3D of man body. 
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5. Conclusion 

In this article, we constructed the tool for the reconstruction of an accurate 3D-model of the 

human body based on non-contact measurements using the conventional smartphone camera. In 

order to improve the efficiency of the optimal features selection and classification, we suggested 

using the Random Forest algorithm. The article details the steps of the proposed algorithm, and 

performed experiments to prove the correctness of our approach. We run experiments using two 

datasets, which are based on international standards of men and women body size. The experiments 

were performed and then evaluated the results obtained from the original Random Forest program 

and the proposed method, the analysis, and comparison of the schedule. The experimental data 

shows that the proposed method allows the Random Forest algorithm work faster, more stable and 

results are more accurate. 
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