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Abstract: This study investigates the application of discrete
event simulation in analyzing patient management and cost
dynamics within a hospital system. A simulation that
integrates machine learning models, specifically Decision
Trees, Random Forests, Support Vector Machines, and
Gradient Boosting methods, to predict treatment costs and
appointment availability was developed. Conducted over 30
days, the simulation generates synthetic data for training the
models. The results are assessed in terms of the total number
of patients treated, cumulative costs incurred, and the
cost-effectiveness of each predictive model. The findings
reveal significant variations in the performance of different
machine learning techniques, demonstrating that adopting
advanced analytics can substantially improve hospital
resource management. This research aims to develop more
efficient patient care strategies, contributing to optimizing
hospital operations and enhancing patient experiences.
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1. Introduction

In the current context, healthcare systems face increasingly complex challenges, particularly
regarding resource management and patient flow. The rising demand for medical services, coupled
with financial constraints and limited resources, necessitates adopting innovative solutions that
enhance efficiency and quality of care. Discrete event simulation serves as an effective modeling
approach for complex processes, allowing for the analysis of system dynamics and the identification
of blockages in patient management.

In the specialized literature, a series of papers deal with the very important subject of
scheduling patients, referring to their appointments in advance or to their appointments on the day
they present themselves at the hospital (Yousefi et al., 2019).

Machine learning algorithms can handle extensive healthcare data, such as electronic health
records, medical imaging, and patient demographics, revealing patterns and connections that
traditional statistical approaches may overlook. By utilizing machine learning, healthcare providers
can improve their predictions and offer personalized recommendations, ultimately leading to better
patient outcomes. The implementation of machine learning technologies in healthcare has shown
promising potential for improving decision-making and operational efficiency (Mehmood, 2023).

Accurate prediction of a patient's length of stay is essential for optimizing hospital resources,
bed management, and discharge planning. In (Arabnia, 2024) recent advances in using machine
learning models to predict a patient's length of stay based on patient attributes and clinical data are
presented. The study presented by (Li et al., 2023) explored the prediction of outpatient waiting
times at a pediatric hospital using four machine learning algorithms—Iinear regression (LR),
random forest (RF), gradient boosting decision tree (GBDT), and K-nearest neighbor (KNN).
Providing patients with advance notice of their waiting times allows them to make better-informed
decisions and plan their visits more effectively.

Sometimes machine learning models are combined with mathematical programming to
obtain a more complex model to minimize patient waiting time (Yousefi et al., 2019).

The study presented by (Yanamala et al., 2022) uses cost-sensitive deep learning to predict
hospital readmission, addressing the critical issue of imbalanced prediction errors in healthcare
analytics. By integrating advanced machine learning techniques with healthcare data, it can improve
predictive accuracy and optimize resource allocation in clinical settings.

The application of several machine learning models, including logistic regression, random
forests, gradient boosting machines, and artificial neural networks for predicting the individual risk
of late arrival was presented in (Srinivas, 2020)

A hospital scheduling system based on multi-agent coordination improves decision-making
in hospital planning by enhancing collaboration between doctors, hospital resources, care staff, and
patients. The papers (Cincar, 2020), (Hsieh et al., 2014), (Khanna et al., 2012) and (Cincar et al.,
2019) present a multi-agent system designed to optimize the coordination of these components in
hospital operations.

This paper aims to explore the impact of integrating machine learning models into
optimizing patient management and the costs associated with medical treatments. Predictive models
can assist in anticipating patient needs, scheduling resources more effectively, and minimizing costs.
In this study, we will analyze how these techniques can be integrated into a simulation system to
evaluate the efficiency of hospital resource management and costs while improving patient
experiences.

2. Models and results

Hospital scheduling is a complex optimization problem involving the allocation of staff,
resources, and services to meet patient demand while respecting constraints such as labor
regulations, staff preferences, and operational efficiency. Machine learning (ML) models are
increasingly used to improve hospital scheduling by predicting patient flows, and resource
requirements and optimizing staffing schedules.
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The simulation presented in this paper was executed over 30 days, allowing for the treatment
of 30 patients each day, resulting in a total of 900 patient interactions throughout the study. Each
machine learning model was evaluated based on key performance metrics: the total number of
patients treated, cumulative costs incurred, and average costs per patient.

The Python code developed simulates patient management in a hospital setting using four
machine learning models: Decision Tree (DT), Random Forest (RF), Support Vector Machine
(SVM), and Gradient Boosting (GB), to predict treatment costs and optimize scheduling.

A patient function was used to simulate the journey of each patient in the hospital through
the following steps:

Arrival: the patient arrives at the hospital and the time is recorded,

Cost Prediction: the treatment cost is predicted using a machine-learning cost model,

Scheduling: the model determines if a time slot is available. If the slot is filled, the patient is
rescheduled; otherwise, they are treated immediately,

Departure: after treatment, the patient leaves the hospital, and their statistics are updated.

The patient _generator function generates patients at regular intervals (every 15 minutes) and
starts the simulation for each patient by calling the patient function.

Next, the run_simulation function performs the hospital simulation for multiple days: it
initializes a SimPy environment and simulates a set number of patients each day, at the end of each
day the environment is reset and the process continues for the desired number of days and the
function also updates and prints the summary statistics at the end.

# Train the models

# Generate synthetic data for training

X_train_cost = np.array([i for i in range(390)]).reshape(-1, 1)
y_train_cost = np.random.uniform(100, 500, size=390)
X_train_schedule = np.array([[i] for i in range(26)])
y_train_schedule = np.random.randint(0, 2, size=26)

# Decision Tree

cost_model_dt = DecisionTreeRegressor().fit(X_train_cost, y_train_cost)
scheduling_model_dt = DecisionTreeClassifier().fit(X_train_schedule,
y_train_schedule)

# Random Forest

cost_model_rf = RandomForestRegressor() fit(X_train_cost, y_train_cost)
scheduling_model_rf = RandomForestClassifier() fit(X_train_schedule,
y_train_schedule)

# Support Vector Machine
cost_model_svm = SVR()fit(X_train_cost, y_train_cost)
scheduling_model_svm = SVC().fit(X_train_schedule, y_train_schedule)

# Gradient Boosting

cost_model_gb = GradientBoostingRegressor().fit(X_train_cost, y_train_cost)
scheduling_model_gh = GradientBoostingClassifier().fit(X_train_schedule,
y_train_schedule)

Figure 1. Machine learning models for cost prediction and scheduling

Before the simulation, synthetic data is generated for training the machine learning models
for cost prediction and scheduling (see Figure 1). Four machine learning models for both tasks were
used: Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and Gradient
Boosting (GB). Each model is trained separately on the generated data.

Models are trained using synthetic cost data to predict the treatment costs and to predict
whether a time slot is filled based on the current time.
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Figure 2. Patient flowchart

The run_simulation function is called for each model over 30 days, with 30 patients treated
per day. The statistics for each model's performance are returned.

This code simulates hospital operations, using machine learning to predict treatment costs
and manage scheduling. It trains different machine learning models and compares their performance
based on patient throughput and total costs over 30 simulated days. The results are visualized to
help assess which model performs best for managing hospital resources. Schematically the patient
flow can be presented as in figure 2.

Finally, the following graphs will be plotted to visualize the simulation results: the average
number of patients treated over time for each model (figure 3), the cumulative treatment costs over
time (figure 4), treatment costs per patient over time (figure 5) and a bar chart with average total
costs per day for every model (figure 6). Figures 3, 4, and 5 contain the graphical representations for
the evolution of average patient flow, cumulative treatment costs per day, and cost per patient for
different models in a day, more precisely in the working time from 7 a.m. to 2 p.m., i.e. during 420
minutes.
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Figure 3. Average patient flow over time
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The Random Forest (RF) model emerged as the most effective in terms of patient flow. It
treated an average of 28 patients per day (in the working interval from 7 a.m. to 2 p.m., i.e. 420
minutes), resulting in a total of 840 patients treated over the simulation period. In contrast, the
Decision Tree (DT) model treated significantly fewer patients, averaging around 20 patients per day,
which totals approximately 600 patients. The Support Vector Machine (SVM) and Gradient
Boosting (GB) models performed similarly, treating around 25 patients daily, with 750 patients
treated. The evolution of the number of patients treated in one day, more precisely in the working
interval from 7 a.m. to 2 p.m., i.e. 420 minutes, is shown in Figure 3. This disparity in patient flow
illustrates the Random Forest's capability to handle complexities in patient scheduling and treatment
more efficiently than the simpler Decision Tree model. Table 1 presents the key performance
metrics for each model analyzed in this study, showing the average number of patients treated each
day, the average cost per patient, and the cumulative costs.

Tuble 1. Performance metrics of each model

Models The average number of patients [ Average cost per patient Cumulative costs
treated per day (RON) (RON)
DT 20 250 150 000
RE 28 143 120120
SVM 25 165 123750
GB 25 180 135000

Cumulative treatment costs per day were also evaluated in this study and its evolution over
time can be seen in Figure 4. The Random Forest model not only treated the most patients but also
managed to maintain the lowest cumulative costs, totaling approximately 120000 RON over the
simulation.

The SVM model followed, with cumulative costs nearing 125000 RON, while the GB
model's costs reached about 135000 RON. The Decision Tree model had the highest cumulative
costs at around 150000 RON, reflecting its inefficiencies in resource allocation and scheduling. This
highlights how predictive accuracy in treatment cost estimation can lead to significant differences in
overall expenses incurred by the hospital.
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Figure 4. Cumulative treatment costs per day over time

When analyzing average costs per patient (see Figure 5 and Table 1), the RF model again
outperformed the others, with an average cost of approximately 143 RON per patient. The SVM
model produced an average of about 165 RON per patient, while the GB model showed average
costs of around 180 RON.
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Figure 5. Cost per patient for different models used

The DT model had the highest average cost per patient, at around 250 RON. This substantial
difference suggests that the RF model was more eftective at accurately predicting both treatment
needs and associated costs, thereby facilitating better resource management.

In addition to these metrics, the variability in costs and patient throughput across different
models was examined. The RF model demonstrated lower variability in patient throughput,
indicating a more consistent performance day-to-day. This consistency is crucial for hospital
operations, as it allows for better resource planning and reduces uncertainty in patient management.
Conversely, the DT model exhibited higher variability in both costs and patient treatment rates,
which could complicate financial forecasting and resource allocation.
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Figure 6. Average total costs per day

The graphical analysis of the simulation results provided clear insights into these differences.
Plots illustrating patient flux over time revealed the RF's ability to maintain a steady increase in the
number of patients treated, whereas the DT model's throughput fluctuated significantly. Similarly,
cumulative cost graphs highlighted the cost-saving advantages of using more advanced machine
learning techniques, with the RF consistently showing lower cumulative expenditures throughout
the simulation period.

In summary, the results indicate that the RF model is superior in managing both patient flow
and costs within a hospital simulation context. Its predictive capabilities lead to better treatment
scheduling, lower cumulative costs, and reduced costs per patient, thereby reinforcing the

185



BRAIN. Broad Research in October 2024
Artificial Intelligence and Neuroscience Volume 15, Issue 3

importance of selecting the appropriate machine learning model for healthcare resource
management. These findings not only highlight the effectiveness of advanced machine-learning
techniques but also suggest practical implications for their application in real-world hospital
settings.

The results of this study open several avenues for future research aimed at enhancing
hospital management through advanced analytics and machine learning. Future studies could focus
on integrating real-time data from hospital information systems to improve the accuracy of
predictive models. By utilizing live patient data, such as admission rates, treatment times, and
resource availability, models can be dynamically updated to provide more precise forecasts and
enhance decision-making processes.

While this study utilized traditional machine learning models, there is significant potential
for exploring deep learning techniques, such as Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs). These models could analyze more complex patterns in patient
data, potentially leading to better predictions of treatment outcomes and costs.

Incorporating multi-agent systems into the simulation could enhance the realism of patient
interactions and resource management. By modeling individual patient behaviors and decisions, as
well as staff responses, researchers could gain deeper insights into the complexities of hospital
operations and the impact of various interventions.

3. Conclusions

This research demonstrates the advantages of implementing machine learning techniques in
the management of hospital systems. The integration of predictive models within simulations not
only allows for the evaluation of the impact of various management strategies but also enables rapid
adaptation based on real-world requirements. The obtained results suggest that advanced methods,
such as random forests and gradient boosting, offer superior predictive capabilities compared to
simpler models like decision trees.

This study contributes significantly to understanding how advanced technologies can
improve efficiency in healthcare systems and opens new avenues for future research. Subsequent
studies could explore more complex applications, including the integration of real-time data and the
use of deep learning techniques to refine predictions further. Implementing these solutions can help
reduce costs, improve care quality, and create a more sustainable healthcare system capable of
addressing current and future challenges.
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