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Abstract 
The paper proposes a neural network based approach to predict secondary structure of 

protein. It uses Multilayer Feed Forward Network (MLFN) with resilient back propagation as the 
learning algorithm. Point Accepted Mutation (PAM) is adopted as the encoding scheme and CB396 
data set is used for the training and testing of the network. Overall accuracy of the network has been 
experimentally calculated with different window sizes for the sliding window scheme and by 
varying the number of units in the hidden layer. The best results were obtained with eleven as the 
window size and seven as the number of units in the hidden layer.  

Keywords: Resilient back propagation, point accepted mutation, sliding window, Q3, 
hidden units. 

 

1. Introduction 
Proteins are the main building blocks and functional molecules of the cell and play a key role 

in almost all biological processes. They are large, complex molecules consisting of long amino acid 
chains. Though there are four different structural levels of proteins, tertiary structure prediction is of 
great interest to biologists because proteins perform their functions by coiling their amino acid 
sequences into specific three-dimensional shape (tertiary structure). It has its importance in 
medicine (e.g. drug design) and biotechnology.  
In order to understand protein function at the molecular level, it is important to study the structure 
adopted by a particular sequence. The prediction of protein secondary structure is an important step 
in the prediction of protein tertiary structure. The usual structure prediction techniques such as   X-
ray (Sunde & Blake, 1997; Drenth, 1999), nuclear magnetic resonance (NMR) (Jaroniec et al., 
2004; Wüthrich, 1986) and electron microscopy (EM) are time-consuming and expensive. 
However, due to increase in computing power and development of new algorithms, much progress 
has been made to overcome these problems through computational approaches (Hu et al., 2007). 
Several computational approaches like meta predictor based and nearest neighbor methods have 
been developed to make and improve secondary structure prediction of proteins.  Some of the 
computational methods that are used to achieve secondary structure predictions include statistical 

analysis (Chou & Fasman, 1974; Chou & Fasman, 1978), simple linear statistics, information 
theory (Garnier et al., 1996; Garnier et al., 1978; Gibrat et al., 1987), artificial neural networks 

(Jones, 1999; Chandonia & Karplus, 1999), k-way nearest neighbor (Salamov & Solovyev, 1995; 
Yi & Lander, 1993), linear discrimination (King & Sternberg, 1996), hydrogen bonding 
propensities (Frishman & Argos, 1997), conservation number weighted prediction (Zvelebil et al., 
1987) and hybrid methods (Rost & Sander, 1993a; Rost & Sander, 1993b; Rost & Sander, 1994; 
Rost, 1996).  

Of these, artificial neural network is the most often used method for secondary structure prediction. 
This work analyses the prediction of secondary structure of proteins from their sequences using a 
multi layer feed-forward neural network using resilient back propagation learning algorithm. 
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2. Related Work 
A review of literature on computational techniques for secondary structure prediction using 

neural network indicates that multilayer feed forward neural networks are the most preferred and 
effective tool. The first attempt to secondary structure prediction using neural networks was made 
by Qian and Sejnowski (Qian & Sejnowski, 1988) using multilayered feed forward neural network.  
The proposed model consisted of 13 groups of 21 units, of which 20 were for amino acid and 1 was 
for the space between the sliding proteins. Two experiments were conducted. In the first, the 
network was trained using error back propagation algorithm with 40 units in the hidden layer using 
real set proteins, resulting in performance measure of 62%. In the second experiment, the 
performance of the network was improved slightly by using 17 groups of 21 units, 40 units in the 
hidden layer and 3 outputs units. Window size was varied from 1 to 21 and the peak performance 
was achieved with window size as 13.  

Holley and Karplus (Holley & Karplus, 1989) used feed forward network in which input 
layer consisted of 17 groups of 21 units, the hidden layer with units varied from 0 to 20 and the 
output unit predicted the secondary structure. The success rate was improved by structured 
initialization of the synaptic weights and use of an asymmetric input window. However the success 
rate was still less compared to earlier methods.  

Rost et al., (Rost & Sander, 1994; Rost, 1996) used a basic network architecture, which has 
40 units in the hidden layer and an input window of 13 amino acids. They addressed two problems- 
the first one, called over fitting, in which the training was stopped after the training error came 
below some threshold.  The second problem, related to noise suppression, the arithmetic average 
was computed over predictions from several networks trained independently using different input 
information and training procedures.  

Mejia and Fogelman-Soulie (Mejia & Fogelman-Soulie, 1990) improved the neural network 
performance by eliminating the hidden layer and synaptic weights during training. They also stated 
that accuracies of Holley and Karplus were due to the presence of homologies in the training set and 
that of Qian and Sejnowski was due to the size of the database they used.  

Nanda et al., (Sathya et al., 2001) used a first level secondary structure prediction network 
based on ‘sliding window’ approach to iteratively predict the secondary structure of each residue in 
the protein. The window size was 15 to 27, 22 units in input layer, output layer consisted of two 
units, H (Helix) and E (Strand). The output was compared to a cutoff value. If both H and E values 
were greater than the cutoff, coil was predicted as the secondary structure. Otherwise, the secondary 
structure corresponding to the larger of the two values was predicted. Also a second-level network 
was used to refine the results produced by the primary network.   

Mottalib et al., (Mottalib et al., 2010) obtained a prediction only for Helix (H) and Sheet (S). 
They used the feed-forward network architecture, which was built in java named Java Object 
Oriented Neural Engine (JOONE). The network consisted of 2 nodes in input layer, 3 nodes in 
hidden layer and 1 node in output layer. The learning rate was 0.9, momentum was 0.1 and 10000 
epochs were considered for training of around 20 proteins. The network was tested for helix and 
sheet prediction and the accuracy was 71% and 65% respectively.  

Agarwal et al., (Pankaj, 2010) developed two learning rules for predicting the secondary 
structure of proteins. The first rule used feed forward back propagation method in which entire 

primary sequence was divided into patterns with window size changed from 5 and 11. The learning 
algorithm was then applied on these patterns, which after training were stored within the database of 

learnt patterns. The second rule used feed forward back propagation network using delta rule which 
provided a significant improvement in the number of iterations required to train the patterns when 
compared with first learning rule. 
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3. Materials and Methods  
The work proposes to train the neural network to respond to the primary sequence of proteins 

whose secondary structures are known. 

 
 
A. Dataset 
The dataset used for this work is CB396. This dataset contains 396 non-redundant sequences 

derived from the 3Dee database created by Cuff and Barton (Cuff & Barton, 1999). It contains 396 
proteins with their respective secondary structure as shown in Figure 1.  

 

 

Figure 1: Snapshot of the CB396 dataset 

 
The primary structure is a sequence of amino acids, which are represented by a one letter 

code. The secondary structures are made of 3 classes: H, E, C and rest marked a dash (−).  

 
 
B.  Encoding Scheme: PAM250  
Feature extraction (Cuff & Barton, 1999) is a form of pre-processing in which the original 

variables are transformed into new inputs for classification. This initial process is important in 

protein structure prediction as the amino acids in the primary sequences are represented as single 
letter codes. It is therefore important to transform them into numbers. Different procedures can be 

adopted for this purpose. However, for the purpose of the present study, Point Accepted Mutations 
(PAM) coding is used to convert the letters into numbers. 

The PAM matrix (Dayhoff et al., 1978) describes the probability that original amino acid 
will be replaced by another amino acid over a defined evolutionary interval. The unit of 
evolutionary divergence is defined as the interval in which 1% of the amino acids have been 
changed between two sequences. The work uses PAM250, which assumes the occurrence of 250-
point mutations per 100 amino acids.   

So, for the given the protein sequence GIVEQCCASVCSLYQLENYCN, A will be replaced 
by 1 -3 0 1 -3 -1 0 5 -2 -3 -4 -2 -3 -5 0 1 0 -7 -5 -1 as shown in Figure 2.  

 



J. Dongardive, S. Abraham - Secondary Structure Prediction of Protein using Resilient Back Propagation Learning 

Algorithm 

   25 

 

Figure 2. PAM250 matrix for the encoded sequence 

 

C.  Sliding Window  
The input is controlled by window size, which determines how much local context 

information we want to consider in the prediction. The window size usually takes an odd length so 
that the amino acid at the centre of the window is predicted. Ideally, one may expect that the larger 
the window size, the more information given to the predictor, hence the performance should 
increase. Unfortunately, the increase of window size also means the increase of possible noises. It is 
observed that beyond some threshold size, the signal to noise ratio would decrease. Typical window 
sizes range from 9 to 25 residues (Vullo, 2002). 

The steps used in the sliding window protocol steps used in the present study is as follows 

• All the windows are extracted using linear indexing.  

• They are loaded into a bigger array.  

• They are then processed using vector operations.  

• The indices of all the sliding windows of the matrix are obtained.  

• Index, which is the centre most cell of that window, guarantees that the length of the 
windows be an odd number.  

We have considered the sliding windows of the sizes from 11 to 19 over the entire dataset. 

 

D. Feed Forward Neural Network using Resilient Back propagation Learning 
Algorithm  

Neural networks have been trained to perform complex functions in various fields, including 
pattern recognition, identification, classification, and speech, vision and control systems. Most of 
the neural network models considered for protein predictions are of the feed forward type which has 
two passes through the network-the forward pass and the backward pass. For the forward pass, 

during training, a sample is presented to the network as input. For each layer, the output from the 
previous layer is used as an input to the next hidden layer until the output layer is reached and the 
output is produced. The output response is then compared to the known target output. Based on the 
value of the error, the connection weights are adjusted. In the backward pass, weights are adapted to 
ensure that the minimum error between the targets and the actual outputs is achieved (Haykin, 
1994).  

In this study, multilayer feed forward network with resilient back propagation (RPROP) 

(Riedmiller & Braun, 1993) learning algorithm is used.  The algorithm performs a direct adaptation 
of the weight step based on local gradient information.  In this, the effort of adaptation is not blurred 
by gradient behavior whatsoever, it only depends on the sign of the derivative not its value. 
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Therefore it will converge from ten to one hundred times faster than the simple back propagation 
algorithms.  

 

E.  Performance Measure Q3 
The performance measure Q3 measures the expected accuracy of an unknown residue against 

the number of residues correctly predicted divided by the total number of residues.  

The Q3 is expressed as:  

                                           Q3 =           QH +QE + QC                  * 100 

 Total number of residues  

Where QH, QE, and QC   are defined as the total number of α-helix, β-strands and C-coil 
correctly predicted respectively. 

 

F. Software 
The software used for the experiments is Matlab Version 8.2.0.701 (R2013b). The Neural 

Network Toolbox Version 8.1 (R2013b) is used for the implementation of neural networks. The 
computer that was used to perform the experiments for model selection was an Intel(R) Core(TM) 
2CPU6300@1.86GHz.  

 

4. Results 
The exhaustive experiments were conducted with window size ranges from 11 to 19 and 

number of neurons in the hidden layer ranges from 1 to 7. The detail analysis of the results is 
provided in the following subsections. 

 

A. Dependence of testing success on window size  
The best window size for the sliding window scheme is obtained by testing different window 

lengths from 11 to 19 as discussed in 3(C).  
 

Table1. Dependence of testing success on window size  

 No Window Size Q3 

 1 11 64.0497 

 
2 13 62.8519 

 
3 15 63.9995 

 
4 17 63.0777 

 
5 19 63.2094 

 

Table 1 shows the dependence of testing accuracy rate on the size of the input window. This 

indicates the highest accuracy of the system is with window size as 11.  

 

B. Dependence on the number of hidden units 
The best number of hidden units is obtained by testing different hidden units from 1 to 7.  

Table 2 shows the peak performance on the testing set depending on the number of hidden units. 

The highest accuracy of the system was with 7 hidden units.  
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Table 2. Dependence on the number of hidden units 

Hidden Neurons Q3 

1 55.06 

2 60.58 

3 61.10 

4 63.81 

5 62.73 

6 62.25 

7 64.04 

 

C. Prediction Accuracy (Q3, QC, QE, QH) 
The estimated accuracy for the α- helices (QH), β- strands (QE), C-coil states (QC), and three 

state together (Q3) for the system is shown in Figure 3. 

 

 

Figure 3. Distribution of Q3 values 

 

The overall accuracy of the system was 64.04%. The individual accuracy for the α-helices, 
β-strands, c-coils were 63%, 41% and 75% respectively.  It is to be noted that this moderate 
accuracy is characteristic of secondary structure prediction structure as it is a fact that secondary 
structure prediction have a proven record of only around 60% accuracy. In that sense, the proposed 
method offers an incremental improvement with the existing methods. In addition, the method has 
not used any information concerning long-range interactions (Burgess & Scheraga, 1975) to 
increase the accuracy.  
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5. Conclusion and Future work 
This paper deals with prediction of protein secondary structure using feed forward neural 

network using resilient back propagation learning algorithm. The model developed illustrates that 
window size 11 with 7 units in the hidden layer gives the highest accuracy of 64.04% over the 
selected dataset. The future work will primarily focus on looking at the feasibility of applying 
different encoding schemes and various learning algorithms of neural network to increase the 
overall accuracy. 
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